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Datasets are getting Bigger!

https://arxiv.org/abs/2211.04325 https://arxiv.org/pdf/2501.12948

https://arxiv.org/abs/2211.04325


Viz Methods Aren’t Keeping Up!



Viz Methods Aren’t Keeping Up!

● Published in 2024
● 21M Points
● ~8 Hours Computation on

CPU via OpenTSNE

https://www.biorxiv.org/content/10.1101/2023.04.10.536208v1



Quick Review: Force Directed Layouts

● Start with some data!



Quick Review: Force Directed Layouts
● Build a proximity 

structure
(🚩 quadratic)

● Usually done with 
embedding inner 
products and knn
(🚩 memory intensive)

● 25M points in 768d
= 76 GB VRAM
(H100 has 80GB VRAM)



Quick Review: Force Directed Layouts
● Run an iterative 

optimizer!
(🚩 lots of cycles)

● Usually compares low d 
proximity to high d 
proximity
(🚩🚩 quadratic in 
cycle!)

● Think of this like
a spring system



Quick Review: Force Directed Layouts

● Points cluster together!



T-SNE as a Force Directed Layout

Proximity 
Structures

https://www.jmlr.org/papers/volume9/vandermaaten08a/vandermaaten08a.pdf



T-SNE as a Force Directed Layout

Iterative
Optimizer

https://www.jmlr.org/papers/volume9/vandermaaten08a/vandermaaten08a.pdf



T-SNE as a Force Directed Layout

Springs

https://www.jmlr.org/papers/volume9/vandermaaten08a/vandermaaten08a.pdf



Q: How to Unlock Scaling for FDL?

● Sub-Quadratic layout algorithm
○ Ideally linear!

● Multi-GPU implementation
○ Handle VRAM bottleneck
○ Handle interconnect bottleneck 

● Theoretical relation to existing methods
○ Situate it in broader literature



NOMAD Projection

● Negative Or Mean Affinity Discrimination

● Linear layout algorithm

● Multi-GPU implementation
○ Cleanly shards embedding matrix
○ Sends minimal data over interconnect

● Approximate upper bound on InfoNC-T-SNE

● Computed first map of Multilingual Wiki (61M)



InfoNC T-SNE

● Noise Contrastive Estimation (NCE) converts unsupervised 
density estimation problems into supervised learning problems

○ Main Idea: train a binary classifier to discriminate between 
data samples and noise samples

○ InfoNCE: train a multiclass classifier to discriminate 
between a data sample and several noise samples

● InfoNC T-SNE: Train a multiclass classifier to discriminate 
between a true proximities and noise proximities



InfoNC T-SNE

http://arxiv.org/pdf/2206.01816



InfoNC T-SNE

Uniform!

http://arxiv.org/pdf/2206.01816



InfoNC T-SNE

http://arxiv.org/pdf/2206.01816

Induces Negative
Springs

Induces Positive
Springs



InfoNC T-SNE

http://arxiv.org/pdf/2206.01816

✅ Linear Negative Forces!



http://arxiv.org/pdf/2206.01816

🤔 Linear Positive Forces if Sparse? 

InfoNC T-SNE



UMAP

https://arxiv.org/pdf/1802.03426

🤔 Linear Positive Forces?



NOMAD Projection
● Use KNN to retain a linear number of 

positive spring forces, and sampling to 
retain a linear number of negative 
spring forces

● Approximate KNN graph so that each 
component is local to one device

● Approximate cross-device negative 
spring forces with weighted cluster 
means to minimize data interchange 



Partitioning Strategy
● First, cluster a sample of input data 

Then, compute exact nearest neighbors 
within each cluster

● TADA! You now have an approximate 
nearest neighbor index that shards 
cleanly by cluster

● Removes the need for exchanging data 
related to positive forces

● Enables shared storage of embedding 
matrix



Sampling Strategy



Sampling Strategy



Sampling Strategy



Sampling Strategy

Cluster Means as 
Negative Samples

Normal Negative 
Samples



Sampling Strategy

● Let R be a partition of the ANN graph

● Let R be the partition cells that we wish to 
approximate

~



Sampling Strategy



Sampling Strategy



Sampling Strategy



Relationship to InfoNC-T-SNE



Relationship to InfoNC-T-SNE

Jensen’s Inequality
Taylor Expansion

Definition of Expectation



Relationship to InfoNC-T-SNE

Jensen’s Inequality
Taylor Expansion

Definition of Expectation



Wikipedia
Map



Let’s zoom
in



Again!



Here are
the articles

about homer



What are these 
frogs doing near 

Homer?





What is
Batrachomyomachia?







“...in 1943-1944, he was the head of the 
physics department at the Kharkov 

Engineering and Technical Institute…”



Twitter
(prelon)

https://atlas.nomic.ai/map/twitter


politics

Inter-
personal commercial

media

https://atlas.nomic.ai/map/twitter


Query
Stream

Analysis

https://atlas.nomic.ai/data/brandon/twitter-community-archive-2025-04-05-212102643048/map/52fc5d73-027b-4019-9a0c-fa32bee36ff1#ZcZR


Axes
of

Variation

https://atlas.nomic.ai/data/hivemind/fixed-tweets-from-members-of-us-congress-from-all-time-updated-2024-12-05/map/1361d6f1-a1fa-4cf6-8f2a-c408159ca17d#QiW6


The
Muppet

Axis

https://atlas.nomic.ai/data/andriy/krea-stable-diffusion-latent-space/map/e93b6f7f-3cc6-4cf6-b4b3-c6d0e21d8c44#SMvc


Encoder
Dependence

https://atlas.nomic.ai/data/brandon/wikipedia-articles-aligned-nomic-x-openai-17406221424930553/map/7d0278ad-d79a-4630-908e-f7e79abd7cb6#6Sr0


Questions?


